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ABSTRACT The shipping market, a major component of the global economy, is characterized by high risk and volatility. The Baltic dry index is an influential indicator in the world shipping market and international trade. Several studies have used a variety of techniques to generate Baltic dry index predictions. The most prominent techniques utilize either econometric or artificial intelligence computing. We compare the forecasting accuracy of two typical univariant econometric models and three artificial neural networks (ANNs)-based algorithms. We find that when using daily data, econometric forecasting models produce better one-step-ahead predictions than ANN-based algorithms. When forecasting weekly and monthly data, ANN-based algorithms produce fewer errors and a higher direction matching rate than econometric models. We also compare the predictive power of a number of different models when applied to the 2008 financial crisis and find that the generalized autoregressive conditional heteroskedasticity model and the back propagation neural network algorithm produce the best one-step-ahead and seven-steps ahead predictions, respectively.

INDEX TERMS Baltic dry index prediction, ARIMA, GARCH, artificial neural networks (ANN), BP neural network, RBFNN, ELM.

I. INTRODUCTION

More than 90% of current international trade utilizes shipping, an industry that is extremely dynamic and volatile [1]. Volatility measurements generated by the Baltic Dry Bulk Index (BDI) indicate that it is significantly higher in shipping markets (>79%) than in commodity (>50%) and equity markets (e.g., the Standard & Poor’s 500 Index (S&P500) > 20%) [2]–[4].

The Baltic dry index is regarded as a “barometer” to evaluate the shipping industry, international trade, and the global economy [5]–[7]. Investors, speculators, and researchers have long found these indices to be useful, theoretically challenging, and relevant when projecting future profits. Because many managerial decisions are based on future prospects, forecasting accuracy is essential in large-scale organizations and companies. Recent advances in both analytical and computational methods have produced a number of new ways of mining freight index time-series data.

The analytic methodology of dry bulk freight index forecasting falls into two categories. The first includes univariant and multivariant econometric methods, such as the auto-regressive integrated moving average (ARIMA), vector auto-regression (VAR), generalized autoregressive conditional heteroskedasticity (GARCH), and the vector error correction (VEC) models.

Cullinane et al. [8] was the pioneer in developing a BDI index analyzing method using the ARIMA model. Kavussanos and Alizadeh [9] then created a seasonal ARIMA model of a single variable and a VAR model to study the seasonal characteristics of the dry bulk shipping market. Batchelor et al. [10] compared the ARIMA, VAR, and VECM models in predicting spot and forward freight rates. Chen et al. [11] used the ARIMA and VAR models to predict the freight rates of several dry bulk routes, and they found that VAR performs better in out-of-sample forecasts than ARIMA. Tsioumas et al. [12] developed
a multivariate vector autoregressive model with exogenous variables (VARX) to improve the forecasting accuracy of the BDI, and they found that the VARX model outperforms the ARIMA. Adland et al. [13] presented cointegrated time series models in continuous and discrete time to analyze the dynamics of regional ocean freight rates.

Stopford [14] indicates that maritime forecasting has a poor reputation because it is difficult for traditional econometric and statistical methods to capture the nonlinear characteristics hidden in dry bulk freight indices [15]. Thus a second category of analytic methodologies now utilizes a number of non-linear and artificial intelligence (AI) methods, such as ANN, support vector machines (SVM), and non-linear regression.

Leonov and Nikolov [16] use a model based on wavelets and neural networks to predict dry bulk freight rates. Bulut et al. [17] apply a fuzzy vector autoregressive integrated logical model to forecast time charter rates. Duru et al. [18] propose a fuzzy-DELPHI adjustment method of increasing accuracy when statistically forecasting dry bulk shipping indices. Han et al. [19] use wavelet transform to denoise the BDI data series and combine wavelet transform and a support vector machine to forecast BDI. Zeng et al. [20] use empirical mode decomposition (EMD) and artificial neural networks (ANN) to forecast the BDI. Chou and Lin [21] propose an integrated fuzzy neural network combined with technical financial market indicators to predict BDI and find that forecasts using an integrated fuzzy neural network are more accurate that those using the traditional approach. Sahin et al. [22] compare the BDI forecasting accuracy of three ANN models and find that their performances are similar, but that the most consistent is an ANN using BDI input data from the two most-recent weekly observations.

The ANN-based prediction model produces good nonlinear approximations, but its structure is difficult to determine. Neural networks are susceptible to either insufficient or excessive training, and this can induce shortages—such as trapping in a local minimum—caused by its sensitivity to initial values.

Although much research on BDI prediction has been conducted using various techniques, we still do not understand the applicability, superiority, and deficiencies of different forecasting techniques. Approximations of econometric models when applied to complex nonlinear problems are inadequate, and using ANN-based algorithms to model linear problems also produces misleading results. For example, Marham and Rakes [23] used simulated data and found that the performance of ANNs is strongly affected by sample size and noise level. Because it is difficult to know all the characteristics of real-world datasets, the blind application of ANNs is unwise.

There are few studies that compare the performance of these two techniques for different time-scale datasets and for single and multi-period ahead forecasting. We here compare the sensitivity and predictive accuracy of the typical univariate econometric models with commonly-used ANN-based algorithms when applied to the BDI at different time-scales and in various prediction scenarios. The goal of this comparative study is to determine the suitable model for forecasting future shipping market trends, the results of which would be useful in academic research and industrial practice.

Section 2 of this paper describes the principles and forecasting procedures of econometric models and ANN-based algorithms. Section 3 reviews BDI shipping freight market data, detects stationarity and volatility, and proposes several metrics for quantifying predictive performance. Section 4 compares the performance of several empirical results. Section 5 presents conclusions and recommendations for future studies.

II. METHODOLOGY
A. ECONOMETRIC FORECASTING MODEL

The most common methods of forecasting trends and seasonal components are time series analysis. Here we focus on the (i) ARIMA and (ii) ARIMA-GARCH models.

1) ARIMA

ARIMA models have dominated time series forecasting for over 50 years. Auto-regressive (AR) models were first introduced by Yule and later generalized by Walker, and moving average (MA) models were first introduced by Chatfield [24]. Box and Jenkins combined the two to form the auto-regressive moving average (ARMA) method. In an ARMA \( (p, q) \) model, the future value of a variable is assumed to be a linear function of several past observations and random errors, i.e.,

\[
y_t = c + \varphi_1 y_{t-1} + \ldots + \varphi_p y_{t-p} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \ldots - \theta_q \varepsilon_{t-q}, \varepsilon_t \sim N(0, 1),
\]

(1)

where \( y_t \), \( \varepsilon_t \) are the actual value and random error at time period \( t \), respectively, \( \varphi_i (i = 1, 2, \ldots, p) \) and \( \theta_j (j = 0, 1, 2, \ldots, q) \) are model parameters, and \( p \) and \( q \) are integers often referred to as orders of the model. Random errors \( \varepsilon_t \) are assumed to be independently and identically distributed with a mean of zero and a constant variance of \( \sigma^2 \).

When a variable is not stationary, a common solution is to use different variable values and the integrated part converts an ARMA \( (p, q) \) model into an ARIMA \( (q, d, q) \) model. Here \( d \) is the number of differences needed for stationarity. Hence an ARIMA model can be expressed

\[
\Delta y_t = c + \varphi_1 \Delta y_{t-1} + \ldots + \varphi_p \Delta y_{t-p} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \ldots - \theta_q \varepsilon_{t-q}, \varepsilon_t \sim N(0, 1),
\]

(2)

where \( \Delta y_t \) is the value of \( y_t \) after \( d \) number of different values. Here when \( d = 1 \) then \( \Delta y_t = y_t - y_{t-1} \). Equation (2) entails several special cases of the ARIMA family of models. When \( q = 0 \), Eq. (2) becomes an AR model of order \( p \). When \( p = 0 \), the model reduces to an MA model of order \( q \). A central task of ARIMA model building is to determine the appropriate model parameters \( (p, d, q) \).
To select $d$, we first check the autocorrelation by plotting the autocorrelation function (ACF) and partial autocorrelation function (PACF). Taking into consideration the lag of ACF and PACF, we apply first order or higher order differences to the original BDI to achieve stationarity after $d$ order differencing, which is confirmed using the augmented Dickey-Fuller Test.

To select the best fitting ARIMA model, we investigate several ARIMA models with $p$ ranges from 1 to 10 and $q$ ranges from 1 to 10. This produces 100 different ARIMA models with different $p$, $q$, and the best fitting model is the one that exhibits the lowest Akaike information criteria (AIC).

2) ARIMA-GARCH

Over the three decades since its introduction, GARCH model (Bollerslev, 1986; Engle, 1982) and numerous variants have improved volatility estimation and time series prediction [25], [26]. Some studies [27]–[30] find that GARCH have improved volatility estimation and time series prediction. Over the three decades since its introduction, GARCH 2) ARIMA-GARCH
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There are three steps in the time series forecasting method that uses ANN:

(i) Prepare the training and test datasets.

Assuming that the original sample set has $N$ observation values, we use the sliding window method with window length $L$ and sliding step $l = 1$ to divide the original BDI dataset into $M = [N - L + 1]$ data samples. Each sample contains $L$ observation values of the BDI $\{X_t, X_{t-1}, \ldots, X_{t-L}\}$. For each sample, we select the last $s$ observation values as the output set and the previous $L - s$ observation values as the input ANN set. Here $s$ is the number of steps in the multi-periods-ahead prediction. In one-step-ahead predicting $s = 1$ and $L = 5$. In seven-steps-ahead predicting $s = 7$ and $L = 35$. We then divide the sample dataset into two parts, a training set and test set. The training set here is the first $M - 1$ samples in the sample dataset and the test set is the last or sample $M$. We also divide the training dataset into a sub-training set and a sub-validation set to generate the trained neural network. Using a previous study [34], we set the ratio of the sub-training set and the sub-validation dataset at 8 : 2.

(ii) Data normalization and denormalization.

To use the ANNs algorithm we first minimize the difference between the threshold and actual data. The training data are usually normalized before being input,

$$X'_t = \frac{X_t - \text{min}_t}{\text{max}_t - \text{min}_t},$$

where $X'_t$ is the data after normalization at time $t$, and $\text{min}_t$ and $\text{max}_t$ are the minimum and maximum of original data $X_t$ in our study, which are daily, weekly, or monthly BDIs. After processing we antinormalize the output,

$$\hat{Y}_t = Y'_t (\text{max}_t + \text{min}_t) + \text{min}_t,$$

where $Y'_t$ is the predicted data after anti-normalization at time $t$, and $\text{min}_t$ and $\text{max}_t$ are the minimum and maximum of output $Y'_t$.

(iii) Train the neural network and simulate the prediction results.

Finally we use the normalized sub-training dataset and sub-validation dataset to train the neural network, which we regard an in-sample prediction similar to that using an econometric forecasting model. We set all ANN-based algorithms to use a two-layer artificial neural network with one hidden layer and one output layer. Here the number of units in the hidden layer can vary from model to model. We then use $k$-fold cross validation to select the ANN architecture with the fewest errors. We randomly partition the original training dataset into $k$ equal sized sub-samples, here $k = 5$. Of the five sub-samples, a single sub-sample is retained as sub-validation data to test the model. The remaining four sub-samples are used as sub-training data. We then repeat the cross-validation process five

B. ARTIFICIAL NEURAL NETWORKS ALGORITHMS

A series of ANN algorithms for univariable time series forecasting were recently developed, and they have proven to be superior to traditional forecasting models [32], [33].
times, using each of the five sub-samples once as validation data [35]. After determining the best ANN, we input the \( L - s \) values of the test set into the neural network and output the \( s \) values as the forecasting result, which is the out-sample prediction. For each prediction, we train the neural network and simulate the predicted value ten times and use the average of all predictions as the final forecasting result, which we then compare with the actual value of the testing dataset.

We here focus on three widely-used models, (i) the back propagation neural network (BPNN), (ii) the radial basis function neural network (RBFN), (iii) and the extreme learning machine (ELM).

Although BPNN is a widely-used neural network models, it requires a long training period. The RBFNN uses local transformations that improve BPNN by enabling much more rapid training. Because RBFNN with one hidden layer can also approximate any function, we select it to be the second ANN-based model in our comparison. ELM is an emerging learning algorithm for forward-feed neural network training. Unlike BPNN and RBFNN, the internal parameters of ELM are not iteratively adjusted, but are set to random values, usually uniformly distributed, which simplifies the requirements for determining the output hidden unit weights. Thus the computational burden of ELM is significantly less, but its performance is comparable to that of BPNN and RBFNN in different applications.

1) BACK PROPAGATION NEURAL NETWORK

The BPNN model is one of the most widely used ANN-based algorithms for classification and prediction [36]–[38]. This technique is an advanced multiple regression analysis that deals with responses that are more complex and non-linear than those of standard regression analysis. The basic formula of the BP algorithm is

\[
W(n) = W(n - 1) - \Delta W(n),
\]

where

\[
\Delta W(n) = \eta \frac{\partial E}{\partial W}(n - 1) + \gamma \Delta W(n - 1),
\]

where \( W \) is the weight, \( \eta \) the learning rate, \( E \) the gradient of error function, and \( \gamma \Delta W(n - 1) \) the incremental weight.

Using BPNN we select the hyperbolic tangent sigmoid transfer function to be the activation function, set the maximum number of training epochs to 1000, and set the learning rate to 0.01. The number of nodes in the hidden layer ranges from 20 to 100 with an interval of 10, and we use \( k \)-fold cross-validation to determine the number of nodes.

2) RADIAL BASIS FUNCTION NEURAL NETWORK

RBFNN is an artificial neural network that uses radial basis functions as activation functions. Radial basis function (RBF) networks typically have three layers: an input layer, a hidden layer with a non-linear RBF activation function, and a linear output layer [39]–[41]. The input can be modeled as a vector of real numbers \( x \in \mathbb{R}^r \), and the prototype of the input vectors \( B_i \in \mathbb{R}^r \). The output of each RBF unit is

\[
R_i(X) = R_i(\|X - B_i\|), i = 1, 2, \ldots, u,
\]

where \( \| \| \) is the Euclidean norm on the input space. Because it can be factored, the Gaussian function is the preferred radial basis function. Thus

\[
R_i(X) = \exp\left(-\frac{\|X - B_i\|^2}{\sigma_i^2}\right)
\]

where \( \sigma_i \) is the width of RBF unit \( i \). The output \( Y_j(X) \) of unit \( j \) of an RBFNN is

\[
Y_j(X) = \sum_{i=1}^{u} R_i(X) * W(j, i),
\]

where \( R_0 = 1, W(j, i) \) is the weight or strength of receptive field \( i \) to the output \( j \), and \( W(j, 0) \) is the bias of output \( j \). Geometrically, an RBFNN partitions the input space into several hypersphere subspaces. The parameters of the RBF networks are the center, the influence field of the radial function, and the output weight (between the intermediate layer neurons and those of the output layer). The training process can obtain these parameters.

For RBF we set the radial basis function to the Gaussian function. The number of nodes in the hidden layer varies from 90 to 200, increasing each step by ten in its architectural optimization.

3) THE EXTREME LEARNING MACHINE

ELM was originally applied to single hidden-layer feed-forward neural networks and then extended to generalized feed-forward networks [42], [43]. For a set of training samples \( (X_j, Y_j)_{j=1}^N \) with \( N \) samples and \( C \) classes, the single hidden layer feed-forward neural network with \( h \) hidden nodes and activation function \( f(x) \) is

\[
\sum_{i=1}^{h} \beta_i f(X_j) = \sum_{i=1}^{h} \beta_i f(W_i * X_j + b_i) = Y_j, j = 1, 2, \ldots, N,
\]

where \( X_j = [x_{j1}, x_{j2}, \ldots, x_{jm}]^T, C_j = [c_{j1}, c_{j2}, \ldots, c_{jm}]^T, W_j = [w_{j1}, w_{j2}, \ldots, w_{jm}]^T, \) and \( b_i \) are the input, its corresponding output, the connecting weights of hidden neuron \( i \) to input neurons, and the bias of hidden node \( i \), respectively. Here \( \beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{im}]^T \) are the connecting weights of hidden neuron \( i \) to output neurons, and \( Y_j \) the actual network output with respect to input \( X_j \). Because the hidden parameters \( W_i, b_i \) can be randomly generated during the training period without tuning, ELM solves a compact model that minimizes the error between \( C_j \) and \( Y_j \), i.e., \( \min \| H \beta - C \|_F \).

Here \( H \) is the hidden layer output matrix and \( \beta \) the output weight matrix. The merit of ELM is that only the output weights are needed when randomly selecting the hidden node parameters (the input weights and bias). We set the number of ELM nodes in the hidden layer in a range between 10 to 50, increasing each interval by 10.
III. DATA DESCRIPTION AND PREDICTION PERFORMANCE METRICS

A. DATA

To service the participants in the dry bulk shipping market, the London Baltic Exchange began publishing the Baltic Freight Index (BFI) in 1985. On 1 November 1999 it was replaced by the BDI, which is now widely used by industry practitioners and considered the “barometer” of the dry bulk shipping market. The BDI is an index that measures 26 shipping routes in terms of time-charter and voyage. We here compare the forecasting of the daily, weekly, and monthly BDI data from 1 November 1999 to 30 February 2018. All of the data is from the world’s leading shipping database, Clarkson Sin (https://sin.clarksons.net/)

![Graph showing index values of BDI from November 1999 to February 2018.]

Figure 1 shows that the fluctuations of the BDI have a large amplitude, a high frequency, and are irregular. From November 1999 to early 2003, the BDI value gently fluctuates, but beginning in 2003 market volatility increases, the BDI reaches 11793 on 20 May 2008, and then drops sharply to approximately 700 points in the following six months.

![Table 1: Descriptive statistics of daily value and rate of change of BDI.]

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Daily BDI Value</th>
<th>Rate of change for BDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2402.9</td>
<td>0.0002</td>
</tr>
<tr>
<td>Min</td>
<td>290</td>
<td>-0.1137</td>
</tr>
<tr>
<td>Median</td>
<td>1576.5</td>
<td>0.0000</td>
</tr>
<tr>
<td>Max</td>
<td>11793</td>
<td>0.1463</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.9801</td>
<td>0.2894</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>7.0340</td>
<td>7.9360</td>
</tr>
<tr>
<td>ADF</td>
<td>-0.6139</td>
<td>-25.2159</td>
</tr>
<tr>
<td>[p-value]</td>
<td>[0.4271]</td>
<td>[0.001]</td>
</tr>
<tr>
<td>J-B</td>
<td>6148.8</td>
<td>4713.7</td>
</tr>
<tr>
<td>[p-value]</td>
<td>[0.001]</td>
<td>[0.001]</td>
</tr>
<tr>
<td>Observations</td>
<td>4618</td>
<td>4617</td>
</tr>
</tbody>
</table>

Table 1 provides descriptive statistics of the daily BDI and its rate of change. The rate of change of the daily BDI value is \( R_y = \frac{y_t - y_{t-1}}{y_{t-1}} \).

Note that the volatile daily movements of the BDI value range from −11.37% to 14.63%. The Jarque and Bera (1980) test rejects the null hypothesis of normality at the 5% significance level for both BDI daily values and returns. Finally, the values of the augmented Dickey and Fuller (ADF) unit root test suggest that the BDI value is unstationary, and that a first order difference is needed if predictions are to be based on ARIMA and GARCH models.

B. ACCURACY METRICS

To measure the forecasting accuracy of these proposed methods we use the mean absolute percentage error (MAPE) and the root mean square error (RMSE) [44], [45], which are defined

\[
MAPE = \frac{1}{N} \sum_{t=1}^{N} \left| \frac{X(t) - \hat{X}(t)}{X(t)} \right|, \tag{13}
\]

and

\[
RMSE = \sqrt{\frac{\sum_{t=1}^{N} (\hat{X}(t) - X(t))^2}{N}}, \tag{14}
\]

where \( \hat{X}(t) \) and \( X(t) \) are the predicted and real values at time \( t \), respectively, and \( N \) is the size of the dataset being tested. The MAPE technique measures the mean absolute relative error of the prediction models, and the RMSE technique measures their standard deviation.

In using these error criteria we find that the smaller the MAPE and RMSE values the greater the accuracy of the model.

For any given prediction, the actual outcomes above and below the predicted outcome are treated asymmetrically when using the MAPE and RMSE [46] techniques. Thus the directional tendencies of the data fluctuations—whether upward, stable or downward—are important. We measure them using the direction matching rate \( D_{sta} \), which is defined

\[
D_{sta} = \frac{1}{N} \sum_{t=1}^{N} a(t), \tag{15}
\]

\[
a(t) = \begin{cases} 
1, & (X(t+1) - X(t)) \times (\hat{X}(t+1) - X(t)) \geq 0 \\
0, & \text{otherwise} \end{cases}. \tag{16}
\]

The closer the \( D_{sta} \) value is to 1, the higher the accuracy of the directional prediction of the models, and the closer the \( D_{sta} \) value is to 0, the lower the accuracy of their directional predictions.

In addition to errors and directional matching rates, we must also evaluate whether the proposed forecasting models outperform simple benchmark forecasting methods. We use two simple benchmark methods, (i) the naïve method based on the most recent observation, and (ii) the historical mean method using data up to the most recent observation.

To compare the predictive accuracy of our proposed models with that of the naïve method, we use the mean absolute scaled error (MASE) proposed in 2005 by Hyndman and Koehler [47] and defined

\[
MASE = \frac{MAE}{MAE_{naive}}, \tag{17}
\]
where $MAE$ is the out-sample mean absolute error,

$$MAE = \frac{\sum_{t=m+1}^{M+N} |\hat{X}(t) - X(t)|}{N}.$$  \hspace{1cm} (18)

Here $MAE_{m+n}$ is the MAE of the one-step or multi-step ahead naive method for in-sample prediction, which is defined as

$$MAE_{m+n} = \frac{\sum_{t=m+1}^{M} |X(t) - (X(t-n)|}{M-n}.$$  \hspace{1cm} (19)

where $\hat{X}(t)$ and $X(t)$ are the predicted and real values at time $t$, respectively, $N$ is the size of the dataset being tested, $M$ is the size of the training dataset, and $n$ is the length of the period-ahead prediction.

When $MAE$ is less than one it produces a better forecast than the average one-step naive forecast computed in-sample. Conversely, when it is greater than one the forecast is worse than the average one-step naive forecast computed in-sample. When computing multi-step forecasts, we can scale using the in-sample MAE derived from multi-step naive forecasts.

To compare the predictive accuracy of our proposed models with the mean of the training dataset, we apply the Nash–Sutcliffe model efficiency coefficient (NSE) \cite{48}, which is defined

$$NSE = 1 - \frac{\sum_{t=1}^{N} (\hat{X}(t) - X(t))^2}{\sum_{t=1}^{N} (X(t) - \bar{X})^2},$$  \hspace{1cm} (20)

where $\bar{X}$ is the mean of the training dataset. NSE can range from $\infty$ to 1. When $NSE = 0$, the model predictions are as accurate as the mean of the observed data, but when $NSE < 0$ the observed mean is a better predictor than the forecasting model. The closer the NSE model is to 1, the higher its accuracy. There are threshold values producing sufficient level of accuracy between $NSE > 0.5$.

**IV. EMPIRICAL RESULTS**

Because previous studies have found that predictive models are sensitive to the time scale of the data, we compare the accuracy of the econometric models with ANN-based algorithms using daily, weekly, and monthly BDI.

Because the shipping market is cyclical, we divide our dataset into three long-term cycles. Each cycle contains at least one BDI peak and contraction. In our BDI dataset the three cycle periods are (1999-2006), (2007-2010), and (2011-2018).

To compare how econometric and ANN-based models behave in different market cycles, we set the length of each cycle period to be the same as that of the sample data. Thus for daily, weekly, and monthly datasets, we select three stages when we compare forecasts.

**A. DAILY BDI PREDICTIONS**

When using econometric predictive models, for each stage we randomly select the beginning time point, make 200 consecutive observations to obtain the best fitting econometric model, and use the best fitting model to conduct out-sample one-step-ahead and seven-steps-ahead forecasts. As in ANN-based forecasting, we use the same observations as the training data and also predict the one-day-ahead and seven-days-ahead values. We compare the out-sample predictive accuracy of the econometric models with the ANN-based algorithms.

**TABLE 2. Predictive performance of one-step head forecasting (daily data).**

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Data</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(6,1,2)</td>
<td>0.00173</td>
<td>2.92</td>
<td>1.39</td>
<td>0.9994</td>
<td></td>
</tr>
<tr>
<td>GARCH(1,1)*</td>
<td>0.00003</td>
<td>0.05</td>
<td>0.05</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>BPNN(5,30,1)</td>
<td>0.00505</td>
<td>0.81</td>
<td>0.81</td>
<td>0.9461</td>
<td></td>
</tr>
<tr>
<td>RBFNN(5,90,1)</td>
<td>0.00502</td>
<td>0.84</td>
<td>0.84</td>
<td>0.9423</td>
<td></td>
</tr>
<tr>
<td>ELM(5,20,1)</td>
<td>0.00036</td>
<td>0.59</td>
<td>0.59</td>
<td>0.9714</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 3. Predictive performance of one-step head forecasting (weekly data).**

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Data</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(2,1,2)</td>
<td>0.00987</td>
<td>28.94</td>
<td>0.45</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>GARCH(2,1)*</td>
<td>0.00882</td>
<td>25.87</td>
<td>0.40</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>BPNN(5,20,1)</td>
<td>0.01353</td>
<td>30.42</td>
<td>0.48</td>
<td>0.9996</td>
<td></td>
</tr>
<tr>
<td>RBFNN(5,120,1)</td>
<td>0.04292</td>
<td>32.58</td>
<td>0.60</td>
<td>0.9999</td>
<td></td>
</tr>
<tr>
<td>ELM(5,10,1)</td>
<td>0.05706</td>
<td>36.72</td>
<td>0.76</td>
<td>0.9999</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 3. Predictive performance of one-step head forecasting (monthly data).**

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Data</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(3,2,5)</td>
<td>0.01394</td>
<td>12.62</td>
<td>0.57</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>GARCH(1,1)*</td>
<td>0.01345</td>
<td>11.39</td>
<td>0.52</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>BPNN(5,40,1)</td>
<td>0.01750</td>
<td>14.82</td>
<td>0.67</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>RBFNN(5,90,1)</td>
<td>0.01448</td>
<td>12.26</td>
<td>0.56</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>ELM(5,10,1)</td>
<td>0.01650</td>
<td>13.97</td>
<td>0.64</td>
<td>1.0000</td>
<td></td>
</tr>
</tbody>
</table>

* The best predictive model in the testing stage (similarity hereinafter)

Table 2 compares the one-step-ahead performance of econometric models with that of ANN-based algorithms. Note that the values of $MAE$ and $NSE$ indicate that all models perform better than the naive method and the mean value of historical data. The GARCH model outperforms the ARIMA model in all three forecasting stages with lower MAPE and RMSE. The GARCH model also exhibits lower MAPE and RMSE outcomes than the ANN-based algorithms in all stages.

Table 3 shows the seven-steps-ahead predictive performances of econometric models and ANN-based algorithms. We find that GARCH outperforms ARIMA among the econometric forecasting models. Among the ANN-based models, no single method performs the best in all stages. For example, in the second stage ELM performs better than the other ANN-based models, but the RBFNN is the most accurate of the ANN-based models in the first and third stages. This indicates that the predictive power of ANN-based models is sensitive to the characteristics of the training data. The difference in errors between the GARCH model and the ANN-based algorithms is slight but if we compare them with $DSTa$ the predictions of ANN-based models produce a better directional matching than the econometric models. Note that in some stages, simple baseline forecasting methods produce more accurate forecasts than the proposed methods. For example, in the third stage the simple naive method and mean value of historical data both outperform BPNN.

**B. WEEKLY BDI PREDICTIONS**

To make weekly data predictions, we apply the same procedure to obtain a sample dataset and make out-sample...
Table 3. Predictive performance of seven-step head forecasting (daily data).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Deta</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(6,1,2)</td>
<td>0.00823</td>
<td>17.19</td>
<td>1.13</td>
<td>0.28</td>
<td>0.9793</td>
</tr>
<tr>
<td>GARCH(1,1)</td>
<td>0.02115</td>
<td>4.39</td>
<td>0.03</td>
<td>0.43</td>
<td>0.9888</td>
</tr>
<tr>
<td>BPNN(35,60,7)</td>
<td>0.00443</td>
<td>10.19</td>
<td>0.65</td>
<td>0.29</td>
<td>0.9900</td>
</tr>
<tr>
<td>RBFNN(35,150,7)*</td>
<td>0.00212</td>
<td>4.30</td>
<td>0.29</td>
<td>0.57</td>
<td>0.9900</td>
</tr>
<tr>
<td>ELM(35,50,7)</td>
<td>0.00391</td>
<td>12.75</td>
<td>1.01</td>
<td>0.29</td>
<td>0.9800</td>
</tr>
</tbody>
</table>

Table 4. Predictive performance of one step head forecasting (weekly data).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Deta</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(2,1,2)</td>
<td>0.04220</td>
<td>132.13</td>
<td>0.43</td>
<td>0.29</td>
<td>0.9945</td>
</tr>
<tr>
<td>GARCH(2,1)</td>
<td>0.03809</td>
<td>119.74</td>
<td>0.54</td>
<td>0.43</td>
<td>0.9955</td>
</tr>
<tr>
<td>BPNN(35,70,7)</td>
<td>0.10583</td>
<td>335.91</td>
<td>1.05</td>
<td>0.14</td>
<td>0.9644</td>
</tr>
<tr>
<td>RBFNN(35,120,7)</td>
<td>0.04979</td>
<td>235.66</td>
<td>0.47</td>
<td>1.00</td>
<td>0.9825</td>
</tr>
<tr>
<td>ELM(35,40,7)*</td>
<td>0.09504</td>
<td>100.59</td>
<td>1.48</td>
<td>0.44</td>
<td>0.0262</td>
</tr>
</tbody>
</table>

Table 5. Predictive performance of seven-step head forecasting (weekly data).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Deta</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(2,1,4)</td>
<td>0.02861</td>
<td>69.12</td>
<td>0.92</td>
<td>1</td>
<td>0.9949</td>
</tr>
<tr>
<td>GARCH(2,1)</td>
<td>0.02943</td>
<td>71.10</td>
<td>0.95</td>
<td>1</td>
<td>0.9946</td>
</tr>
<tr>
<td>BPNN(50,30,1)*</td>
<td>0.01486</td>
<td>35.91</td>
<td>0.48</td>
<td>1</td>
<td>0.9986</td>
</tr>
<tr>
<td>RBFNN(50,100,1)</td>
<td>0.01771</td>
<td>42.79</td>
<td>0.57</td>
<td>1</td>
<td>0.9980</td>
</tr>
<tr>
<td>ELM(50,2,1)</td>
<td>0.01817</td>
<td>43.90</td>
<td>0.59</td>
<td>1</td>
<td>0.9979</td>
</tr>
</tbody>
</table>

Table 6. Predictive performance of one step head forecasting (monthly data).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Deta</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(4,1,4)</td>
<td>0.02703</td>
<td>24.41</td>
<td>0.89</td>
<td>1</td>
<td>0.9997</td>
</tr>
<tr>
<td>GARCH(1,1)*</td>
<td>0.03479</td>
<td>28.79</td>
<td>1.22</td>
<td>0</td>
<td>0.9994</td>
</tr>
<tr>
<td>BPNN(50,60,1)*</td>
<td>0.00891</td>
<td>8.04</td>
<td>0.29</td>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>RBFNN(50,100,1)</td>
<td>0.07697</td>
<td>69.51</td>
<td>2.54</td>
<td>0</td>
<td>0.9975</td>
</tr>
<tr>
<td>ELM(50,3,1)</td>
<td>0.06977</td>
<td>63.00</td>
<td>2.31</td>
<td>0</td>
<td>0.9980</td>
</tr>
</tbody>
</table>

Table 7. Predictive performance of seven-step head forecasting (monthly data).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Deta</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(9,1,4)</td>
<td>0.00310</td>
<td>2.38</td>
<td>0.17</td>
<td>1</td>
<td>0.9999</td>
</tr>
<tr>
<td>GARCH(0,1)</td>
<td>0.00582</td>
<td>4.48</td>
<td>0.32</td>
<td>1</td>
<td>0.9997</td>
</tr>
<tr>
<td>BPNN(50,20,1)*</td>
<td>0.00083</td>
<td>6.64</td>
<td>0.04</td>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>RBFNN(50,90,1)</td>
<td>0.00391</td>
<td>30.26</td>
<td>1.13</td>
<td>1</td>
<td>0.9951</td>
</tr>
<tr>
<td>ELM(50,2,1)</td>
<td>0.00397</td>
<td>3.06</td>
<td>0.22</td>
<td>1</td>
<td>0.9998</td>
</tr>
</tbody>
</table>

Table 8. Predictive performance of one step head forecasting (monthly data).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE</th>
<th>RMSE</th>
<th>MASE</th>
<th>Deta</th>
<th>NSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(9,1,4)</td>
<td>0.01205</td>
<td>22.51</td>
<td>0.04</td>
<td>1</td>
<td>0.9999</td>
</tr>
<tr>
<td>GARCH(0,1)</td>
<td>0.00427</td>
<td>79.88</td>
<td>0.12</td>
<td>1</td>
<td>0.9985</td>
</tr>
<tr>
<td>BPNN(50,80,1)</td>
<td>0.00051</td>
<td>6.64</td>
<td>0.02</td>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>RBFNN(50,120,1)*</td>
<td>0.00009</td>
<td>7.76</td>
<td>0.03</td>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>ELM(50,3,1)</td>
<td>0.06814</td>
<td>127.34</td>
<td>0.21</td>
<td>0.00</td>
<td>0.9962</td>
</tr>
</tbody>
</table>

Note that the forecasting errors are lowest in the BPNN model in all stages. In one-step-ahead predictions, BPNN forecasts the best among the ANN-based algorithms in all three stages, but the forecasts of the other ANN-based models are not better than those of the econometric models. The accuracies of the ARIMA and GARCH models are similar, but the accuracies of the ANN-based models vary dramatically across different stages.

Table 5 compares the seven-steps-ahead predictive performances. In the longer forecasting horizon of weekly data, the errors of the econometric models rapidly increase over those made using daily data, but the ANN-based algorithms maintain their predictive power, and the MAPE is lower than 0.09 for all forecasting results. BPNN also outperforms all other ANN-based models in all three stages. In addition, most ANN-base methods perform better than simple naïve models and the econometric models perform worse than the simple baseline models in some stages.

C. MONTHLY BDI PREDICTIONS

Because the time horizon of the monthly BDI data is relatively small, we increase the observation length to 100 and make out-sample predictions of one-step-ahead and seven-steps-ahead values using econometric models. We use the same sample data as the training data for ANN-based algorithms, and we predict the one-step-ahead and seven-steps-ahead values. Table 6 shows that in one-step-ahead prediction the ELM model outperforms the others in the first and third stages, and that RBFNN is the best in
the second stage. All proposed models outperform simple baseline methods, even though the MAPE value is higher than 0.2.

Comparing the predictive performances of seven-steps-ahead forecasting, Table 7 shows that the errors of both econometric models and ANN-based algorithms increase, and that in the second testing stage the MAPE values in all models are > 0.2, indicating that no model produces a usable prediction.

**TABLE 7. Predictive performance of seven-step head forecasting (monthly data).**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>MAPE</td>
<td>RMSE</td>
</tr>
<tr>
<td>ARIMA(2,1,7)</td>
<td>0.27290</td>
<td>1291.80</td>
</tr>
<tr>
<td>GARCH(0,1)</td>
<td>0.19540</td>
<td>991.10</td>
</tr>
<tr>
<td>BPNN(35,120,7)*</td>
<td>0.11140</td>
<td>644.14</td>
</tr>
<tr>
<td>RBPN(35,200,7)</td>
<td>0.12700</td>
<td>137.98</td>
</tr>
<tr>
<td>ELM(35,50,7)</td>
<td>0.11610</td>
<td>111.34</td>
</tr>
</tbody>
</table>

Previous studies show that when the time scale of the datasets is longer, the accuracy of the forecasting model decreases. Thus the effectiveness and robustness of a forecasting model can be evaluated using the relationship between the predictive accuracy and the time scale of the dataset and the error changes between single-step and multi-step predictions. Figures 2 and 3 compare the values of the average MAPE and RSME of five forecasting models for daily, weekly, and monthly datasets when making single-step and multi-step predictions.

**D. CHALLENGING SITUATION FORECAST COMPARISON**

In order to compare the robustness of prediction performance in the challenging situation, we use different models to forecast the extreme fluctuation of BDI during world financial crisis in 2008. We apply moving sample data from the starting period of November 1999 to November 2007, and make one-step ahead and seven-step ahead forecasts respectively based on daily, weekly and monthly BDI data. The out-sample test data covers May 2008 to December 2008 when BDI plunged sharply from the peak that is close to 12000 to around 700 points.

Fig.4, Fig.5 and Fig 6 compare the one step ahead and seven-step ahead forecasted results with the actual value of BDI in the out-sample prediction period from May 2008 to December 2008 based on daily, weekly and monthly BDI data respectively.

As we can observe, for daily data prediction, all five models predict the trend of BDI well while econometric models demonstrate lower errors than ANN models in one step ahead forecasting case. GRACH model outperforms others. But in seven-step ahead forecasting case, ANN models present much powerful prediction than econometric models.

This result is same in weekly data prediction shown in Fig.3, in which econometric models have advantages compared to ANN models in one step forecasting, however ANN models superior to econometric approaches.

For monthly data prediction shown in Fig.4, all ANN models can reasonably well reproduce the trend of BDI.
FIGURE 4. Forecasts of two econometric models and three ANN algorithms with actual value of daily BDI. (a) One step ahead forecasting results vs actual value. (a) Seven-step ahead forecasting results vs actual value.

both in one step and seven-step ahead forecasting but with the exception of RBFNN model. The prediction of RBFNN deviated from actual value dramatically while BPNN and ELM still present well predictive power. Similar to daily and weekly data, econometric models outperform in one step ahead forecasting while BPNN and ELM excel in seven-step ahead case.

Through the comparison, the BPNN model can be regarded as the most robust one for both short term and long term prediction as well as in data with various time scales.

V. DIEBOLD AND MARIANO TEST

In order to evaluate whether there is any statistical significant difference between the models we aim to compare, we employ Diebold and Mariano test (hereafter, the DM test). Diebold and Mariano [49], [50] introduced a statistical test for the null hypothesis of equal forecast accuracy between two competing models. Here the loss function is set to be the absolute error (AE), defined as \( AE = |\hat{X}(t) - X(t)| \), where \( \hat{X}(t) \) and \( X(t) \) are the predicted and real values at time \( t \).

The null hypothesis is that the AE value of the tested model equaling to that of the alternative model. The DM statistic is defined

\[
DM = \frac{\overline{D}}{\sqrt{V_D/N}},
\]

where \( \overline{D} = \frac{1}{N} \sum_{t=1}^{N} d(t), d(t) = e_{\text{test}}(t) - e_{\text{alternative}}(t) \), in which \( e(t) \) is the AE value at time \( t \), \( V_D = \gamma_0 + 2 \sum_{q=1}^\infty \gamma_q \), \( \gamma_q = \text{cov}(d_t, d_{t-q}) \).

In using the DM test to statistically compare the accuracy of econometric and ANN-based forecasting models, the DM value of Eq.(21) and the p-value are used to measure how much the difference is between test model over the alternative model.

Table 8 lists the DM test results for daily, weekly and monthly BDI datasets respectively. If the p-value is less than 0.05, we reject the null hypothesis that there’s no difference between two proposed forecasting models. It is noted that for all three datasets ANN-based model have significant different accuracies with econometric models. For daily dataset, ARIMA and GARCH present equal forecasting accuracies while different ANN-based models also exhibit no statistically difference in accuracies. However, for weekly datasets ARIMA and GARCH perform differently and...
VI. CONCLUSION

We have studied and compared the performance of two forecasting techniques: the econometric approach and the computational approach of artificial neural network (ANN) algorithms. We use BDI data from 1999 to 2018 to test the predictive power of the proposed models.

(i) We find that the ANN approach predicts the most accurate weekly and monthly BDI values. Econometric models produce good one-step-ahead daily values, but the ANN models produce the best seven-step ahead forecasting values. Thus ARIMA and GARCH produce short-term daily BDI predictions that are better than those of the ANN models.

(ii) We also find that ANN models are sensitive to input data and forecasting horizon. In different sets of training sample data, ANN model predictions vary greatly, indicating that no particular model is the best in all situations.

(iii) Econometric models and ANN algorithms have both advantages and disadvantages. The long-term forecasting based on monthly data of both econometric models and ANN algorithms is weak. Thus a possible course of future study would be to develop a hybrid forecasting method that combines econometrics and the computational approach of ANN.
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