Finite-size effects on long-range correlations: 
Implications for analyzing DNA sequences
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We analyze the fluctuations in the correlation exponents obtained for noncoding DNA sequences. We find prominent sample-to-sample variations as well as variations within a single sample in the scaling exponent. To determine if these fluctuations may result from finite system size, we generate correlated random sequences of comparable length and study the fluctuations in this control system. We find that the DNA exponent fluctuations are consistent with those obtained from the control sequences having long-range power-law correlations. Finally, we compare our exponents for the DNA sequences with the exponents obtained from power-spectrum analysis and correlation-function techniques, and demonstrate that the original “DNA-walk” method is intrinsically more accurate due to reduced noise.

PACS number(s): 87.10.+e, 05.40.+j

I. INTRODUCTION

Recently, it was discovered that noncoding DNA sequences exhibit scale-invariant long-range correlations quantitatively measured by a power-law decay [1]. The exponent characterizing the power-law decay of the correlations is well defined for infinite sequences. However, for DNA sequences the accuracy of the analysis is limited by the length of the available nucleotide chains (i.e., there are only a few samples of published nucleotide sequences with length $>10^5$ base pairs). It is therefore of importance to investigate the effect of finite length on the exponents calculated. The purpose of this report is threefold: (i) to demonstrate that there are prominent fluctuations on the exponent characterizing long-range correlations in finite-length DNA sequences; (ii) to investigate systematically the effect of finite sample size on this exponent using control sequences for comparison with actual DNA; and (iii) to compare and contrast three different methods—DNA walk, correlation function, and power-spectrum analysis—of measuring the correlation exponent. While this work is motivated by recent studies of nucleotide sequences, our findings can be generalized to other problems involving finite-length sequences.

II. FINITE-LENGTH DNA SEQUENCES

Applying the method of Ref. [1], we map a nucleotide chain to a binary sequence $u(i)$ such that $u(i) = 1$ if a pyrimidine occurs at position $i$ and $u(i) = -1$ if a purine occurs at $i$ [2]. We can then generate a DNA walk such that the walker will step up or down depending on the sign of $u(i)$. The trace (landscape) of the DNA walk, defined as $y(\ell) = \sum_{i=1}^{\ell} u(i)$, is plotted in Fig. 1(a) for rat embryonic skeletal myosin-heavy-chain gene (GenBank name: RATMHC0). The rms fluctuation for such a DNA walk is defined as

$$F(\ell) \equiv \sqrt{\langle [\Delta y(\ell)]^2 \rangle - \langle [\Delta y(\ell)] \rangle^2},$$

(1)

where

$$\Delta y(\ell) = y(\ell_0 + \ell) - y(\ell_0)$$

(2)

and the bars indicate an average over all position $\ell_0$. Figure 1(b) shows the double-logarithmic plot of $F(\ell)$ vs $\ell$, the linearity of this plot indicates that

$$F(\ell) \sim \ell^\alpha.$$  

(3)
generate such artificial sequences, we apply the following numerical method \cite{3,4}: A sequence of real numbers \( u(t) \) is generated by inverse Fourier transforming a sequence of complex numbers \( \tilde{u}(q) \), where

\[
\tilde{u}(q) = |q|^{-\beta/2} \eta(q),
\]

and \( \eta(q) \) is Gaussian stochastic noise of amplitude \( A \), i.e., random variables with a normal distribution of density, such that

\[
\overline{\eta(q)} = 0
\]

and

\[
\overline{\eta(q)\eta(q')} = A^2 \delta(q - q'),
\]

where the bars indicate an average over different realizations of the stochastic noise \cite{5}. It is straightforward to verify that \( u(t) \) thus obtained has the correct correlations described in (3) with \( \alpha = (1 + \beta)/2 \) \cite{6}.

To compare the finite-size effects for the control system and the DNA sequence, we perform the following steps:

(i) Generate a correlated sequence of finite length \( N \) with a given exponent \( \alpha \).

(ii) Calculate the successive slopes of \( \log_{10} F(\ell) \) versus \( \log_{10} \ell \), denoted \( \alpha_{\text{local}}(\ell, N) \) \cite{7}.

(iii) Repeat the processes (i) and (ii) for many \( M \) times and obtain the probability distribution of \( \alpha_{\text{local}}(\ell, N) \).

(iv) Calculate the average (\( \overline{\alpha_{\text{local}}} \)) and the standard deviation of \( \alpha_{\text{local}}(\ell, N) \). For \( M \) large enough, these values are found to converge.

We find that the standard deviation of \( \alpha_{\text{local}}(\ell, N) \), denoted by \( \Delta \alpha_{\text{local}}(\ell, N) \), decreases with the length of \( N \) but is not sensitive to the magnitude of the stochastic noise [amplitude \( A \) of the noise \( \eta(q) \) in Fourier space, see Eq. (6)].

Figure 2 shows \( \alpha_{\text{local}} \) vs \( \ell \). The solid lines represent \( \alpha_{\text{local}}(\ell, N) \pm 2 \Delta \alpha_{\text{local}}(\ell, N) \). Results from a typical realization of an artificial correlated sequence are also plotted (open squares) to demonstrate the large fluctuations of \( \alpha_{\text{local}} \) even in a single sample. Of note, the comparison between the artificial control and actual DNA sequences (both with the same length \( N \)) shows good agreement, i.e., the fluctuations of \( \alpha_{\text{local}} \) of the DNA sequence are comparable to the typical fluctuations of a finite artificial correlated sequence of the same length \cite{8}.

A simple theoretical argument can be applied to derive a scaling relation for \( \Delta \alpha_{\text{local}}(\ell, N) \). A sequence of length \( N \) can be divided into \( N/\ell \) independent subsequences of length \( \ell \). Hence \( \alpha_{\text{local}}(\ell, N) \) of a single sequence of length \( N \) corresponds to the average (mean) value of \( N/\ell \) independent samples. The fluctuation \( \Delta \alpha_{\text{local}}(\ell, N) \) of a mean value \( \alpha_{\text{local}}(\ell, N) \) is inversely proportional to the square root of the number of independent samples to be averaged. Therefore, we conclude that \cite{9}.
If we have only a single sequence of finite length \(N\), we can nevertheless estimate \(\Delta \alpha_{\text{local}}(\ell, N/M)\) by dividing it into \(M\) independent subsequences and calculate \(\alpha_{\text{local}}(\ell, N/M)\) for each subsequence (providing that \(N, M, \) and \(N/M\) are large enough for statistical meaningful results). Using Eq. (7) we can obtain the expected fluctuations for \(\alpha_{\text{local}}(\ell, N)\) and compare them with the sample we wish to study.

IV. ALTERNATIVE CORRELATION ANALYSES

To compare the fluctuations of \(\alpha\) in our DNA walk method with those found in other methods, we also present the results from two standard methods to study the correlation property of sequences, namely the correlation function and the power spectrum. For the DNA sequences, we define the correlation function as

\[
C(\ell) \equiv \langle u(\ell + \ell') - \bar{u} \rangle \langle u(\ell') - \bar{u} \rangle.
\]

The bar indicates an average over all positions \(\ell'\). The power spectrum density \(S(q)\) is obtained by (a) Fourier transforming the sequence \(\{u(i)\}\) and (b) taking the square of the Fourier component. For a stationary sequence, the power spectrum is the Fourier transform of the correlation function. If the correlation decays algebraically (not exponentially), i.e., there is no characteristic scale for the decay of the correlation, as we found in the noncoding DNA sequences, then
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FIG. 4. Double-logarithmic plots for (a) the correlation function \(C(\ell)\) vs \(\ell\) and (b) power spectrum \(S(q)\) vs \(q\) for the same DNA sequence shown in Fig. 1. The circles in (a) and (b) are data obtained by averaging neighboring points, while the dots represent raw data. The lines are a linear least-squares fit with slopes (a) \(\gamma = 0.70\) and (b) \(\beta = 0.27\).
FINITE-SIZE EFFECTS ON LONG-RANGE CORRELATIONS: \ldots

\[ C(\ell) \sim \ell^{-\gamma} \]  \hspace{1cm} (9)

and

\[ S(q) \sim q^{-\beta}. \]  \hspace{1cm} (10)

The exponents \( \alpha, \beta, \) and \( \gamma \) defined in (3), (9), and (10) are not independent [3, 4], since

\[ \alpha = (1 + \beta)/2 = (2 - \gamma)/2. \]  \hspace{1cm} (11)

Figures 4(a) and 4(b) are log-log plots of \( C(\ell) \) vs \( \ell \) and \( S(q) \) vs \( q \) for the same DNA sequence studied in Fig. 1.

For a typical DNA sequence of finite length, both the correlation function and power spectrum are very noisy (Fig. 4). In fact, it is very difficult to get a good estimation of the scaling exponents directly from these two methods. In order to reduce the noise in Fig. 4, we have smoothed the data by simple averaging. The least-squares fits for the scaling exponents from the correlation and power spectrum are \( \beta = 0.27 \) and \( \gamma = 0.70 \), which correspond to \( \alpha = 0.64 \) and 0.65, respectively. We note that for most of the DNA sequences we analyzed, the discrepancies among these three methods are at least as great as the results shown here.

For an artificial correlated sequence, similar noisy fluctuations for \( C(\ell) \) and \( S(q) \) are observed. As is evident from the scatter of points about the regression line in Fig. 4, the local slope analyses for \( C(\ell) \) and \( S(q) \) will show larger fluctuations (even for the binned data) than that observed in the DNA-walk method. The reason for the smaller fluctuations of \( \alpha_{\text{local}}(\ell, N) \) in the DNA-walk method [(Fig. 1b)] is due to the fact that \( F^0(\ell) \) is a double summation of \( C(\ell) \) [1] and, therefore, the noise is dramatically reduced.

V. CONCLUSION

In summary, we have demonstrated that the fluctuations found in estimating the correlation exponent of a finite-size sample may be quite prominent. Therefore, a careful comparison of the estimated value for the exponent (and its fluctuations) with that of a suitable control model is crucial. To carry out this sort of comparison, we provide a systematic procedure that may be relevant not only to DNA correlations but to other sequences of correlated random variables.

ACKNOWLEDGMENTS

We wish to thank P. Jensen for critical comments on the manuscript. Partial support was provided to C.K.P. by NIH; to S.V.B. by NSF; to A.L.G by the G. Harold and Leila Y. Mathers Charitable Foundation, NHLBI, NIDA, and NASA; to M.S. by AHA; and S.H. and H.E.S. by NSF.


[2] This simple rule is based on the binary classification of four DNA nucleotides; adenine and guanine are purines and cytosine and thymine are pyrimidines.


[5] The property of \( \eta^*(q) = \eta(-q) \) is needed to guarantee that the inverse Fourier transform gives a sequence of real numbers. Equation (6) can be derived from this criterion.

[6] This is not the only way to generate correlated variables, but the algorithm of Eq. (4) has two advantages: (i) For \( \beta = 0 \), we obtain Gaussian white noise. (ii) For \( \beta = 2 \), we obtain Brown noise (a representation of Brownian motion).

[7] The definition of \( \alpha_{\text{local}} \) will affect its fluctuations. In this study, we measure the slopes of successive pairs of data points that are uniformly distributed on a logarithmic scale of \( \ell \). To be more precise, we define \( \alpha_{\text{local}}(\ell_i, N) = [\log_{10} F(\ell_{i+1}) - \log_{10} F(\ell_i)]/(\log_{10} \ell_{i+1} - \log_{10} \ell_i) \), where \( \ell_i \) is the integer part of \( 2^{\ell/2} \) and \( i = 0, 1, 2, 3, \ldots \). This same definition of \( \alpha_{\text{local}} \) has been used by many authors in the context of calculating critical point exponents; the analog of Fig. 2 was constructed for a range of genes first by A. A. Tsonis, J. B. Elsner, and P. A. Tsonis (unpublished), and by S. V. Buldyrev, A. L. Goldberger, S. Havlin, C.-K. Peng, M. Simons, and H. E. Stanley, Phys. Rev. E (to be published).

[8] We have also checked 34 different sequences (including sequences of length ranging from 3000 to 300,000 nucleotides) and found that the fluctuations in the successive slopes \( \alpha_{\text{local}} \) are comparable to the fluctuations in the artificial sequence.

[9] For the analogous problem of studying fluctuations in exponent \( \alpha \) in \( d \)-dimensional systems due to finite-size effects, we expect that \( \Delta \alpha_{\text{local}}(\ell, N) \sim (\ell/N)^{d/2} \). For a fractal system, \( d \) should be replaced by \( df \), the fractal dimension of the system.