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HIGHLIGHTS

e Comparatively analyzed the topological properties between disease-related genes and non-disease genes in protein-protein interaction

network.

e Disease-related genes were found have distinct network topological properties with non-disease genes.
e Animproved forest-based model was applied as classifier.
e The proposed hybrid networked based disease gene detection method was proven to perform better than previous similar studies in

daccuracy.
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Detecting disease-related genes is crucial in disease diagnosis and drug design. The ac-
cepted view is that neighbors of a disease-causing gene in a molecular network tend
to cause the same or similar diseases, and network-based methods have been recently
developed to identify novel hereditary disease-genes in available biomedical networks.
Despite the steady increase in the discovery of disease-associated genes, there is still a
large fraction of disease genes that remains under the tip of the iceberg. In this paper we
exploit the topological properties of the protein-protein interaction (PPI) network to detect
disease-related genes. We compute, analyze, and compare the topological properties of
disease genes with non-disease genes in PPI networks. We also design an improved random
forest classifier based on these network topological features, and a cross-validation test
confirms that our method performs better than previous similar studies.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Detecting disease-related genes, an important yet challenging task in human genetics, enables us to upgrade disease
diagnostic tools and drug design. A disease is not caused by an aberration in a single gene but by perturbations in entire
cellular systems, especially molecular networks [1]. The effort to identify disease genes in molecular networks has led to
the development of “network medicine” [1,2], which recapitulates the molecular complexity of human disease and offers
network-based computational methods to identify how molecular complexity manipulates human disease.
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Research dedicated to systematically capturing the properties of disease-associated genes in molecular networks has
found that genes related to the same or similar diseases tend to cluster and interact with each other [3-5]. This finding
has promoted the development of network-based approaches to identifying and prioritizing candidate disease genes by
using such biological network data as protein-protein interaction (PPI) networks [6-8], disease phenotype networks [9-13],
regulatory networks [ 14-16] and co-expression networks [17-19].

Although there has been a substantial effort to detect disease genes, the current results are far from satisfactory [20]. Most
efforts use sophisticated integrated data sources [9-19] that are time consuming and that demand huge computer resources.
Our response is to propose a novel network-based approach to detecting disease-related genes using only PPI network data.

A PPI network consists of physical interactions between proteins and is a powerful data source when detecting disease
genes [21]. The strong connection between proteins and human disease confirm that proteins that physically interact with
each other share a common function [3,22]. Thus an aberration in one protein tends to replicate similar disease phenotypes.

In this paper we propose a hybrid network-based method for disease-related gene detection. We analyze the topology
of a PPI network and find that disease genes have properties that enable us to distinguish them from non-disease genes. We
use these topological features and an improved random forest model (“CForest”) to detect disease genes. The simulation
results indicate that our method achieves 85.01% accuracy, outperforming previous similar studies [6,8]. By deciphering the
topical properties of PPI networks, we have significantly improved the disease gene detection accuracy and expanded our
understanding of complex genotype-phenotype relationships.

2. Materials and methods
2.1. Data sources

To construct a PPI network, we derive 37336 protein-protein interactions in 9213 proteins from the Human Protein
Reference Database (HPRD, release 9) [23], one of the most reliable databases for PPI data [24]. We obtain the list of disease-
associated genes and non-disease genes supplied by the Online Mendelian Inheritance in Man (OMIM) [25]. Only genes that
the molecular basis for their related disorders is known or a mutation has been found in this gene are considered as disease
gene samples. We find 2512 genes that have at least one related disease phenotype and one PPI in the PPI network. We also
find 5534 genes with interactions in HPRD but no disease association record in OMIM, and we classify them non-disease
genes.

2.2. Network topological properties analysis

Disease genes have distinct network topological properties that distinguish them from non-disease genes [26]. We
construct a PPI network and analyze how the topological properties of disease genes in the network differ from those of
non-disease genes. We use seven network topological measurements, (i) degree, (ii) average nearest-neighbor degree, (iii)
authority centrality, (iv) betweenness centrality, (v) closeness centrality, (vi) eigenvector centrality, and (vii) PageRank to
capture the topological properties of the PPI network. The topological features are listed in Table 1, which also introduces
their function, description, and reference.

These features indicate the topological importance of a gene in a PPI network from different perspectives. For example, the
node degree indicates the number of edges connecting to this node, and the more neighbors a node has, the more influential
it is. The K-nearest neighbor is the average degree of a node’s nearest neighbors, which complements node degree because
if the degree of a node’s nearest neighbor changes it changes the node’s topological importance. Betweenness and closeness
are path-based centrality measurements. Betweenness measures the control of nodes flowing along the shortest path in
the network, and closeness measures node importance using the average path length of information propagation in the
network. The remaining three are eigenvector-based measurements that assign relative scores to all nodes in the network.
Here connections with high-scoring nodes contribute more to the score of the node than an equal number of connections
with low-scoring nodes.

We compute all of the topological properties in R 3.2.3, and compare the mean value and the median of these features
in (i) disease genes, (ii) non-disease genes, and (iii) all genes to topologically discriminate disease genes from non-disease
genes. Fig. 1 shows the analytic results.

Fig. 1 shows that disease genes score higher in degree, authority centrality, betweenness centrality, eigenvector centrality,
and PageRank, but lower in average nearest-neighbor degree and closeness centrality. These network properties enable us
to distinguish disease genes from non-disease genes.

2.3. Classifier

For this work we use CForest, an improved random forest (RF) classifier [34,35]. Unlike the standard RF classifier that
uses a majority voting rule with unfair splitting criterion, CForest uses an unbiased base classification trees in a conditional
inference framework. In CForest framework, Strobl et al. proposed a conditional permutation importance scheme [35] that
partitions the entire feature space using a fitted forest model. This determines the influence of a variable and computes
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Table 1
Topological properties of PPI network.
Features Function Description Reference
Degree ki The number of edges connected with node i. [27]
K ke
K—Nearest Neighbor # The average nearest neighbor degree of node i with degree k. [28]
Authority Centrality t(A) x Ax = Ax The principal eigenvector of t(A) x A [29]
Betweenness Centrality gi)y=3; Lith U’;;Zi) aj is the total number of shgrtest paths from 1_10de j to node k, oj(i) is [30]
the number of that paths going through node i.
Closeness Centrality C(i)= % N is the network size, d(i, j) refers to the shortest path between node i [31]
il N
and j.
Eigenvector Centrality Ax = Ax A is the eigenvalue of adjacency matrix A. [32]
PageRank PR(i)=(1—4d) +deeN(i) %’7 N(i) stands for the neighbors of node i, d is damping factor. [33]
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Fig. 1. Comparatively analysis on topological properties between different gene sets.

its permutation importance irrespective of correlated covariate type, i.e., CForest provides an unbiased variable importance
measurement based on a conditional permutation scheme for evaluating feature importance.

In the CForest importance measurement, the importance of a predictor variable X; is evaluated by the difference between
the prediction accuracy before and after the permutation. Let B®) represent the out-of-bag (oob) sample for a tree t, with
t e {1,----- , ntree}. Here ntree is the number of trees in the forest. The oob-prediction accuracy for tree t before the
permutation is

> BOI (J/i = JA’?))

= 1
Fo (1)
where j/Y) = f®(x;) is the predicted class for observation i before permutation.
After permuting the value of X;, the new accuracy is,
R ()
3B (J’i :yiﬂj|Z> @)

1B
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Table 2

Classification performance of different classifiers.
Classifier Precision (%) Recall (%) Accuracy (%)
K-Nearest Neighbors 65.72 66.01 65.93
Support Vector Machine 69.82 71.57 70.98
Random Forest 70.01 71.76 71.25
CForest 84.83 85.27 85.01

where Z refers to the remaining predictor variables Z = Xy, - - - - - , Xj—1, Xj+1, .. .. Then the variable importance of X; in tree

t can be expressed

> BYI (yi = 5,50) >, BOI (y,- = 9%2)
= = - = . 3
B 1B ®

Finally the importance score of each variable X; for the forest is calculated as an average over all trees,

ntree yr(6) (X,
VI (X)) = Z“Tee(’) (4)

' (x)

2.4. Performance assessment

We use precision, recall (sensitivity), and accuracy, which are commonly-used evaluation indexes in machine learning
methods [36,37], to assess the performance of our approach,

.. TP 5)
recision = ———
P TP + FP

TP
recall = —— (6)
TP + FN
TP + TN
accuracy = + (7)

TP +TN 4+ FN 4+ FP’

We calculate these performance measurements using the number of true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN) at a score cut-off that distinguishes predicted from non-predicted. Positives are disease genes
and negatives are non-disease genes.

3. Results

We combine all seven network topological properties to create an input classifier vector. We then apply CForest as the
classifier on the combined feature sets in the R 3.2.3 system by using a 10-fold cross-validation. We consider all 2512 disease
genes to be positive samples, and we randomly select 2512 non-disease genes to be negative samples. All 2512 gene pairs are
randomly and equally divided into ten sets. Each set is used as a testing set, and the remaining nine are used for training. We
use a total of ten testing sets, and each training set is nine times the size of its corresponding testing set. In CForest model,
two parameters play important role — ntree and mtry. The ntree parameter is the number of trees in the forest, and the mtry
parameter is the number of variables available for splitting at each tree node. A grid-search with 10-fold cross-validation
are used to determine the best ntree and mtry in our classification model. We find that the CF classifier performs best when
ntree = 500 and mtry = 3. Our method proves to be effective in disease gene detection with 84.83% precision, 85.27% recall,
and 85.01% accuracy.

To highlight the good performance of CForest in discrimination of disease and non-disease genes according network
topological features, we attempted to compare the classification results of CForest with other classical classifier including
K-Nearest Neighbors (KNN), Support Vector Machine (SVM), Random Forest (RF) in this work. In the conduction of
each classifier model, parameters were optimized by using grid-search with 10-fold cross-validation. The classification
performance of different classifiers are displayed in Table 2. It is obvious that CForest classifier perform better than other
classifiers.

As described in Section 2.3, because CForest provides an unbiased measure of variable importance, we can evaluate the
classification importance of a feature. Fig. 2 shows the seven features ranked according their importance score generated by
CForest classifier. The rank of a features indicates their importance in discriminating disease genes from non-disease genes.

To demonstrate the superiority of our method, we compare its precision, recall, and accuracy to those of other PPI
network-based methods [6,8]. Fig. 3 shows the results of this comparison, which indicate that our method is significantly
better than the methods proposed in Refs. [6] and [8].
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Fig. 3. Comparative performance of different methods.

4. Conclusion

We have used the topological properties of a PP network to detect disease-related genes. We first compute the topological
properties, i.e., degree, average nearest-neighbor degree, authority centrality, betweenness centrality, closeness centrality,
eigenvector centrality, and PageRank to evaluate the topological importance of a gene in the PPI network from various
perspectives. We then compare these topological properties and find that they clearly distinguish disease-related genes from
non-disease genes. Disease genes score higher in degree, authority centrality, betweenness centrality, eigenvector centrality,
and PageRank than non-disease genes, but lower in average nearest-neighbor degree and closeness centrality.

We then combine these topological properties to serve as classifier input. We use an improved random forest classifier
model (CForest) based on unbiased base classification trees in a conditional inference framework to distinguish disease
genes from non-disease genes. In addition, we rank the importance of topological properties using the variable importance
measure supplied by CForest, which expands our understanding of sophisticated genotype-phenotype associations. We also
compare the precision, recall, and accuracy performance of our method with those of other PPl network-based methods. We
find that the results produced by our method are a significant improvement over those of other methods.
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